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SQuAD HHEE WA KA KA AHEIEE, 4L train A1 dev ZE, RKAOF test FdEE., ZH
PE4E L BARS & — Bt passage Fl—4~ Question, KHL Answer, Answer AH I —AAR, Passages
Question F1 Answer X 1K Frs.

Passage: Tesla later approached Morgan to ask for more funds to build a more powerful transmitter.
When asked where all the money had gone, Tesla responded by saying that he was affected by
the Panic of 1901, which he (Morgan) had caused. Morgan was shocked by the reminder of his
part in the stock market crash and by Tesla’ s breach of contract by asking for more funds. Tesla
wrote another plea to Morgan, but it was also fruitless. Morgan still owed Tesla money on the
original agreement, and Tesla had been facing foreclosure even before construction of the tower
began.

Question: On what did Tesla blame for the loss of the initial money?

Answer: Panic of 1901
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Figure 1: R-Net
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3 Neural Machine Translation by Jointly Learning to Align and
Translate
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Figure 2: Attention
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e We compute a vector embedding of the query.



e We compute a vector embedding of each indi-vidual word in the context of the whole
doc-ument (contextual embedding).

e Using a dot product between the question embedding and the contextual embedding of each
occurrence of a candidate answer in the document, we select the most likely answer.

4 Pointer Networks
EZW X H LR attention W EARTIE FEEHZAE T, WAXNE i Ml HE, end; DA Z
encoder Fl decoder FJ hidden states:
u; =" tanh(Wye; + Wad;),j € (1,..,n)

at = softmax(ué),j €(1,...,n)
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p(Cy|Cy, ..., Ci_1, P) = softmax(u')
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5 Learning Natural Language Inference with LSTM

fig b 3CA K 2 SRR natural language inference F i) @I, 1E 234 &80 AR H A attention Hl
i, “A dog jumping for a Frisbee in the snow.” and the hypothesis “A cat washes his face and whiskers
with his front paw.” 7E1%A)FH dog Al cat ANULHDL, Miz#icl:, &/ HHAATIREAN contradiction,
{HR2 EHEMEEHRLOIRSE RSB BENT BEERKAE S BIL), Frelsz®| Istm MK, fERJEfE
PIRHESE 7 LA, Tl iz fsts. B2 X THLE] (FF LSTM MITHEH R0, XEARE
), Frbazgs#Fk 2~ Match-LSTM.

6 Machine Comprehension Using Match-LSTM and Answer Pointer

BRI SR I I EE R, A T ) — A LSTM, 28 2% R Gt — ik LSTM, #RJEdid
IR PR Match-LSTM 754, FiEIT Pointer Networks 3K/54H, #2102 F KA pointer networks,
H AR BRI NS SO — AN E AR B S . 2 loss function W1F:
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Figure 3: Match-LSTM
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7 R-Net
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